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Figure 1: Visual perception of shadows. Decreasing level-of-detail for the shadow caster object from left to right. Hard shadows cast by a point light source
(top row) and soft shadows cast by an area light source (bottom row) are shown.

Abstract

In this paper we describe an experiment to obtain information
about the perceptual potential of the human visual system regarding
shadow perception. Shadows play an important part for communi-
cating spatial structures of objects to the observer. They are also
essential for the overall realism of the rendered image. Unfortu-
nately, most algorithms in computer graphics which are capable of
producing realistic shadows are computationally expensive. The
main idea behind the experiment is to use a simplified version of
the shadow caster to generate hard and soft shadows, which would
rapidly increase performance and to evaluate up to which degree
a simplification is possible, without producing noticeable errors.
Therefore, an experiment is performed, in which the test persons
should mark the point of the just noticeable difference. First results
show, that a mesh simplified to only 1% of its original complexity
is capable to cast soft shadows that satisfy 90% of the test persons.
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1 Introduction

Shadows are an important visual clue about the spatial structure
of an object. Using virtual reality applications for example, such
as life-sized cloth visualization, or medical surgery planning, they
are important because they increase the presence of the virtual ob-
jects and the overall realism. For the entertainment industry, where
realistic images and high frame-rates are desired, this is also an
important aspect. However, the shadows need to be computed at
interactive frame rates, otherwise usability and presence will break
down. While local illumination models are the strength of modern
graphics hardware, more advanced techniques which are capable of
generating e.g. soft shadows are notoriously hard to perform effi-
ciently. For the overall realism of a computer generated image, the
used illumination is also important. While the classical graphics
adapter pipeline only supports artificial point light sources, realistic
images would require area light sources or image based illumina-
tion with environment maps. But, if the indispensable ingredients
to generate a realistic image are shadows cast by area light sources,
to what extend have these shadows to be correct, to be visually ac-
cepted by a human observer? If it is true, that the human observer is
not very good in detecting slight errors in shadow visualization, it
would be possible to use a simplified model of the object to cast the
shadows, instead of the original one and achieve the same accep-
tance rates of the resulting images. Therefore, the main idea of the
proposed experiment is to evaluate which level-of-detail (LOD) is
sufficient for the shadow casting object to produce acceptable shad-
ows. The rest of the paper is organized as follows. Section 2 gives a
brief overview to related work, Section 3 describes the experimen-
tal setup and the program used. In Section 4 we present the results
and conclude in Section 5.



2 Related Work

There exists a lot of work on shadow perception. Wanger et
al.[1992; 1992] have done experiments about the context of ob-
ject spatial position and size and shadow shape and sharpness for
simple objects. Other experiments show that shadows are an im-
port visual clue for object-object contact [Hu et al. 2000; Madi-
son et al. 2001]. The importance of object motion and shadows
for spatial perception was investigated by Kersten et. al [1996;
1997]. However, a vast amount of work has also been published
on rendering shadows. Shadow maps [Williams 1978] or shadow
volumes [Crow 1977] and all derivates are the classical approaches
for point-like light sources. Both algorithms are well suited for to-
days graphics adaptors [Kilgard 2002]. An important detail of the
shadow volume algorithm is the detection of silhouette edges. A
silhouette edge is an edge, where one of the normals of the corre-
sponding faces points towards the viewer (or the light source) and
the other points away. Therefore it is necessary to test all edges,
each time the light source moves. There exist some approximations
[Markosian et al. 1997], which might lead to artifacts. Recently,
more advanced techniques for soft shadow generation were devel-
oped, using various techniques, like wedges [Akenine-Möller and
Assarsson 2002; Assarsson and Akenine-Möller 2003; Assarsson
et al. 2003], smoothies [Chan and Durand 2003] or penumbra maps
[Wyman and Hansen 2003]. A good overview of algorithms which
produce soft shadows can be found in Hasenfratz et al. [2003].
Mesh simplification is one of the fundamental techniques used for
polygonal meshes, there is an extensive amount of different meth-
ods. See e.g. [Luebke 2001] for a detailed review of simplification
algorithms. As a measurement criterium for the simplification, the
Hausdorff-Error can be used. The Hausdorff-Error describes the ge-
ometrical distance between the original and the simplified mesh and
vice versa. Klein et al. [1996] first used it to control the simplifi-
cation. Borodin et al. [2003] have produced high-quality results by
combining generalized pair contractions an extension of the vertex
pair contraction with the control of the distance between the origi-
nal and simplified models during the whole simplification process.
In 2005, the computationally expensive dense regular sampling was
replaced with a significantly faster adaptive sampling method by
Guthe et al. [2005].

3 Experimental setup

The program used for the experiment (see Figure 2) shows two dif-
ferent images of the same scene. The left side of the screen shows a
high resolution version of the shadow casting object above a plane.
This high resolution version is also used to calculate the shadows.
The object shown on the right side is also the high resolution ver-
sion, but in contrast to the left side, the object to calculate the shad-
ows is a simplified version of the original. In the bottom area of the
graphical user interface several buttons for program control can be
seen.

To compute the shadows, we use a modified version of the soft
shadow algorithm [Assarsson et al. 2003]. This version uses
shadow volumes, to compute the umbra region. As test object the
Stanford Bunny [Curless and Levoy 1996] consisting out of about
70000 triangles is used. The simplified versions of the shadow cast-
ing object were generated using techniques from [Borodin et al.
2003]. Thirty six level of detail were precalculated, ranging from
100 (LOD=1) up to 50000 triangles (LOD=36). In each level the num-
ber of triangles is increased. See Figure 3 for details. In the current
version of the experiment, the shadow receiver is a plane. As the
distance between the object and the plane we chose twice the object

Figure 2: Program used for the perception experiment

size, since this allows a wide range of viewing angles from which
both object and shadows are fully visible. Increasing the distance
further would make side views impossible, while reducing the dis-
tance would increase the minimum viewing angle above 30 degrees.
Note, that the radial size of the area light source also is chosen ac-
cordingly. During the experiment, the test person is able to move
the light source and the point of view around the object, while the
viewing distance is fixed. Thus, it is possible to examine the gener-
ated shadows under several viewing angles. The current LOD can
also be changed interactively. On the left side of the screen, always
the highest LOD with shadows is shown for comparison.
The Hausdorff-Error between each LOD level and the original mesh
is precalculated. This allows for the comparison between the orig-
inal mesh and the simplified version. In Figure 3 the Hausdorff-
Error is given in percentage of the bounding box diagonal.

3.1 Experimental procedure

The experiment is performed in the following way. Perception is
tested in two directions. First, starting with the highest level-of-
detail of the mesh (LOD=36), the LOD number decreases. That is,
the number of triangles used for calculating the shadows, decreases.
Following the tradition of the ”Just Noticeable Difference” exper-
iment by Weber [1834], the test person can mark the level, which
seems to be the first to produce noticeable errors in the shadows.
The second part of the experiment starts with the lowest LOD level
and the test person this time marks the level, which seems to pro-
duce correct shadows for the first time. These two parts are repeated
with a different size of the light source. This allows predictions
about the influence of the size of the penumbra on the shadow per-
ception. Then, the area light source is substituted by a point light
source and the experiment is performed again, now with hard shad-
ows. For the experiment, 20 test persons were interviewed.

4 Results & Discussion

Because the perception of shadows by an observer differs from hu-
man to human, there can not be an exact transition point between re-
alistic and artificial perception, but more or less a transition region,
in which most observers will fall. The results of the first two parts
of the experiment (area light sources) are shown in Figure 4. In
the first part of the experiment 17 test persons (=85%) are between
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Figure 3: LOD numbers with corresponding triangle count and Hausdorff
error.

200 (LOD=5) and 600 (LOD=9) triangles. 8 (=40%) of these persons
were satisfied with a shadow cast from only 200 triangles and 25%
from 300 triangles. In the second part of the experiment (increasing
LODs) nearly the same results were observed. The mean value for
the large area light sources is around LOD=5.6. The third and fourth
part of the experiment (larger light source) show similar results as
the first and second part, as shown in Figure 5. It seems, that the size
of the penumbra region has only little influence on the perception.
The mean value for the large area light sources is around LOD=5.4.
To summarize the results for soft shadows and the object Stanford
Bunny: less than 1% of the the original number of triangles for
shadow calculation are sufficient to produce realistic shadows for a
majority (=90 %) of the test persons. On the computer which was
used for the experiment, the rendering time per frame for the orig-
inal mesh is about 1.15 seconds. Using only LOD=9, a speed-up of
factor 16 can be achieved (0.07 seconds rendering time). In the last
two parts of the experiments hard shadows are rendered. The scat-
tering of the hits is more obvious, as in the parts with soft shadows,
as can been seen in Figure 6. For both directions, the majority of
test persons (=87.5 %) is between LOD=5 and LOD=17. Besides that,
some outliers can be seen at LOD=30 and LOD=36. The mean value
for the point light source is around LOD=10.9. It seems, that errors in
hard shadows are noticed more early, than in soft shadows, which
is reasonable, since soft shadows blur fine details. The possible
performance gain in rendering speed is about factor 7 from 0.129
seconds for the original mesh to 0.019 seconds using LOD=17 with
7000 triangles.

5 Conclusions & Future Work

We have presented an experiment to exploit the human shadow per-
ception for acceleration of the rendering of shadows in a computer
generated image. Our first results suggest, that it is possible to use
a highly simplified instead of the original model to generate soft
shadows. As a direction of future work, we like to evaluate, if our
results can be generalized to other objects. Therefore, we will in-
crease the number of objects used. Additionally, we want to use a
3D shape, over which we have parametric control. This could be
e.g. an object consisting of few cylinders. Furthermore, we only
used a planar surface as shadow receiver. Therefore, no irregular-
ities can distract the viewer from shadowing errors. However, this

can be the case, if the plane is substituted by an irregularly shaped
surface. Another direction is the usage of real-world scenes with a
much higher complexity and larger shadow regions.
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Results for the soft shadow  perception using a small area lightsource
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Figure 4: Results of the first two parts of the experiment for an area light source casting soft shadows.

Results for the soft shadow  perception using a large area lightsource
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Figure 5: Results for an increased size of the area light source.

Results for the hard shadow  perception using a point lightsource
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Figure 6: Results for hard shadows cast by a point light source.


